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Augmented Reality(AR) technology improves with recent developments in head-mounted holographic displays like the Microsoft
HoloLens. Big companies are investing large amounts of money in researching and developing metaverse solutions. It is imaginable that
the emergent technology of Augmented Reality becomes one of the dominant technologies of everyday life. In this speculative future,
head-mounted displays are small, comfortable, and ingrained enough in everyday life. In this near future, we deem it undesired that
you become overstimulated due to an abundance of contextual information and pop-ups. This paper presents C-AR-D: a proposition
on interacting with real-time contextual information on physical service cards. The Augmented Reality visualizations are confined to
the space of the service card to give the user autonomy to choose which information is relevant. This study aims to define a gesture

set for inaction with C-AR-D via a gesture elicitation study.
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1 INTRODUCTION

State of the world... We contest that since the introduction of Augmented- and Mixed Reality (AR and MR) technologies
efforts have been made to minimize the borders between the digital and the physical world. These make it possible
to create future visions as the Metaverse [14] and Hyperreality [24]. Technologies as AR are already integrating into
the everyday life by implementations as navigation, gaming (Pokemon Go), factory work and more [8, 19]. New head
mounted displays are introduced on the market, but we see a treat over stimulation of everyday life. Artists and
designers are already speculating and warning about this overstimulated future, where everything wants the users
attention, for example, in the video named HYPER-REALITY by Keiichi Matsuda [11]. We deem this speculative future
is unwanted but see a future where MR Head Mounted Displays are the new norm in modern society as highly likely.
A question arises how people will interact with these MR application, how it will be used in different contexts and
what will be the place of physical products when the digital and physical lines blurred. Our hypothesis is that in the
future where MR Mounted Displays are the norm, physical and digital artifacts are merged, creating new services
and interactions between user and product. Therefore, we designed C-AR-D a physical card based Augmented Reality

information system where we confine the visualization the the physical dimensions of the service card. This study
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limits itself to gesture based input for MR in this speculated future, where participants are asked to perform gestures
what are defined natural and comfortable. The contribution of this paper is a first exploration into a set gestures for

interacting with a hybrid form of Mixed Reality interaction.

2 RELATED WORKS
2.1 Augmented Reality

AR is becoming more popular [22] and many applications across multiple domains are developed on AR hardware
[22] such as the Microsoft HoloLens or similar Head-Mounted Displays (HMD) [7]. The latest advances in AR use
hand gestures for interaction. Yet, little is currently known about user preference, and behaviour for gestures in AR
[17]. Previously done, AR researchers have shown the use of hands as a form of input still requires a lot of research as

current knowledge still has deficiencies.

2.2 AR combined with hand gestures

By being strict about all the different possibilities of applying AR to consumer products, the gestures that the systems
have to recognize are limited. Although it is of course convenient for users to learn these standardized gestures by
heart, making it a habit relatively easy, e.g. zooming in and out on a touch screen, it is for the developers of applications
that run on this knowledge limiting in the possibilities that the hardware and software could offer. This is due to the
fact that the appropriate gestures that are considered "natural” depend on the situation in which they apply [7]. This is
a wrong approach to the problem. It should not be that users learn gestures by memory as a foreign language but that

the actions feel intuitive, which also opens new possibilities for the developer.

2.3 Gesture recognition and manipulation

To use gestures for MR, they must be recognized and classified, which is a complex problem. The recognition of gestures
is considered an emerging technology, but it has been a research subject for a long time [6]. Mitsubishi provided a method
for recognizing hand gestures already in 1995, based on a pattern recognition technique developed by McConnell that
uses histograms of local orientation [16]. More current studies on gesture recognition applicable to this study are [26]
said research into developing a recognition system for continuous natural gestures, using a system capable of tracking
3D hand gestures. Resulting in a quite accurate system -95.6 percentage accuracy on isolated gesture recognition, and
73 percentage recognition rate on continuous gesture recognition- where they applied it to navigate in Google Earth
(3D). The challenges are in the signal accuracy and signal interpretation that work in a real-world environment. The
study “Physics-based Hand Interaction with Virtual Objects” [12] examines a more direct way of manipulating and
interacting with virtual objects through a self-designed system, with the aim of eliciting more realistic responses with
virtual objects. The reaction between the virtual objects and the hands of the participants can be quite different from
that between real objects and hands what can be an issue sometimes, therefore, according to the study, further research
needs to be done with the application in real-time interaction to improve this emerging technology, so it can be applied
in products. Gestures that directly interact with the virtual objects are more difficult to apply and are therefore less
commonly used for commercial purposes. These interaction gestures present additional challenges because they require
the application to make many interpretations about the hand in the camera’s field of view, such as depth, occlusion,
size, and movement [13]. Can introducing a tangible element into the interaction solve the problems of recognizing

these gestures and improve the interaction?
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2.4 Tangible interaction

The application of tangible elements in the AR environment could possibly improve the problems surrounding gesture
recognition and interaction between AR elements. The user will have a haptic control, which research shows to be
in demand. The HCI studies of [5, 20] show the advantages of using a tangible product as a part of the interaction
combined with a different technology, resulting in MR. By combining a physical product with the AR environment, the
typical problems mentioned above may be addressed. For this, it is interesting to look at the natural gestures that the

participants in the study make during implementation, as no concrete research has been done yet.

2.5 AR in navigation

The study focuses on navigating on a map and interacting with the system. Navigation systems are widely used in
different sectors (e.g., automotive, hiking, etc.) using software from companies such as Google Maps. Most of these
systems are touch screen based, where the user can move his finger around the map, but there are also systems that
already use forms of AR, e.g., automotive industry [10]. The study [21] has investigated the combination of AR in
navigating with a digital map for freehand gestures using a horizontal intangible map display. The study compared
different ways of moving around in this digital environment with arm gestures by looking through AR displays. The
conclusion of the study is that their designed system met the requirements of conventional digital navigation and
included the added value of the AR system. No further research has been done into the use of tangible objects as aids to

navigation through the digital map or what the user would do out of the natural feeling.

3 METHODS

This section describes the methods and techniques used in this study. First, the design practice will be discussed,

followed by the user test and protocol, and finally, the analysis.

3.1 Demonstrator application; C-AR-D

The C-AR-D is a Mixed Reality application in which a 3D map is visualized on a physical card (see figure 1) to show
real-time data, which can be used for various services. The service chosen for this study is to guide new students at
Eindhoven University of Technology (TU/e) in a speculative future where they would wear AR glasses. However, since
AR glasses were not available, this study will be tested through a Wizard-of-Oz methodology. Wearing AR glasses will
be faked by using a webcam and screen setup, which will be further explained in section 2.1 Setup. The service chosen
is to guide new students of the TU/e through AR glasses over the university campus. The campus map will emerge on
top of a student card when they hold the card in front of them while wearing the glass. The student will interact with
the map and use different gestures that feel most natural during the experience. The aim of this study is to specify a

user-defined, natural feeling set of gestures for in a public context.

3.2 Participants

The targeted user group in this study are starting TU/e students that do not know the campus yet and need help
navigating. Therefore, first-year students following a Bachelor’s or Master’s degree and pre-Master students could
validate the study and C-AR-D.
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Fig. 1. Demonstrator prototype

3.3 Procedure

As mentioned before, C-AR-D will be tested through a Wizard-of-OZ technique, where the researchers will manipulate
the application in such a way that the participant feels as if the interaction is real [4, 25]. he user test will be done
following; a webcam will be placed between the participant and a model on a desk (see figure 2). The webcam will
record the participant’s interaction with the map and use their hands. The webcam footage will be sent to a laptop
where the application runs in the game engine Unity [23] and AR output is generated with Vuforia [1]. The researcher
manipulates the interaction via a keyboard in Unity, and this footage will be sent to an external screen placed in front

of the participant. The participant can use the card and different gestures to fulfill the assignments given.

3.4 User test

The user test starts with the participant filling in the consent form and a short explanation of the project. When they
agree, the participant will be seated in front of the screen. During the user test, the footage in Unity will be screen
captured, showing the participants’ hands and manipulating the researcher. The participant will be asked what gesture
they would perform to do the following tasks on the map while following a Think-aloud protocol [9]: moving, rotating,
zooming in and out, and finally setting a waypoint. When the participant has decided on a gesture for all tasks,
they will be asked to perform each gesture three times, after which they will fill in a small questionnaire about each
gesture, one by one. The test ends with a short interview to ask three in-depth questions about the gestures performed

(see appendix I). The user study aims to find the most natural gestures to serve in the application.

4
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Fig. 2. Participant interacting with the setup.

3.5 Data collection

The data collected during this study is qualitative as quantitative. The qualitative data consists of the screen capture
and voice recording during the user test and the recording and notes of the interview. Important quotes will be used to
empathize with the different gestures made and why. The quantitative data consists of data from the questionnaire in

Microsoft forms that the participant needs to fill in to evaluate the data.

3.6 Analysis

The aim of the analysis is to define which gestures performed during the study are found natural and comfortable doing
in public. The qualitative data will be used to analyse the thoughts of the participant during the test and why certain
movements are made. The quantitative data will be translated into a variety of diagrams to visualize the results of these
data from the Likert scale[3, 15], among which the different gestures made, how easy they are to perform and how

comfortable participants find the gesture to perform in public [18].

4 RESULTS

In total six participants participated in the gesture study. Each participant was asked to come up with a gesture for each
of in total five different interactions, so in total 30 gestures were collected. A general overview of the results will be

5
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given first after which the results of each interaction will be given. This section ends with qualitative insights from the

interviews.

4.1 General overview

In total 30 gestures were collected, of which 19 different gestures were given among the five interactions. Appendix II
shows the frequency that a gesture was suggested in one of the five interactions. For example, the gesture “swiping
with one finger on card” was suggested as being natural for interaction 1: Move three times. For the gesture that was
suggested the most for each interaction, the average of each 7-point Likert scale was calculated resulting in general
scores for that interaction, as well as average scores for how easy to perform, how comfortable to perform and how
comfortable the gesture is to perform in public. If there was not a gesture suggested the most for a given interaction,
the scores of the Likert scales of all gestures that were suggested the same number of times were calculated. Based

upon these scores, a set of gestures was defined.

4.2 Moving the map

The first gesture that participants had to come up with was for moving the map. Four different gestures were given,
amongst one was given three times: "Swiping with one finger on card". This gesture was averagely rated 6.67 on a
7-point Likert scale. This rating was the same (6.67) for the easiness to perform this gesture. The gesture was rated 5.33

on comfortability to perform, as well as comfortability to perform in public.

4.3 Rotate the map

For the second interaction, rotating the map, a total of five different gestures were suggested. "Using thumb and index
finger vertically above card" was suggested two times and was averagely rated 6 on the 7-point Likert scale. It was rated
6.5 on easiness and a 6 on comfortability to perform the gesture. However, the 2 participants suggesting this gesture did

find it relatively less comfortable to perform in public, rating it averagely a 4.5.

4.4 Zoom in

For the interaction, zooming in, two gestures were suggested equally, both 2 times: "pinch out using thumb and index
finger above card" and "pinch out using thumb and index finger on card". Pinching out above the card was generally
rated better (6.5 vs 4.5) as well as on easiness (6 vs 5.5) and comfortable to perform (6 vs 4.5). The participants pinching
out on the card felt more comfortable doing this in public (4.5 vs 5). However, the similarity in these gestures is pinching
out, the only difference being whether it is above or on top of the card. Pinching out only can thus be seen as the most

suggested gesture for this interaction, being suggested four times.

4.5 Zoom out

Just like for zooming in, there are very similar suggested gestures for zooming out. All participants suggested gestures
as being natural for zooming out that have a form of pinching in. The difference is again in whether participants
perform the gesture above or on top of the card, or in which fingers were used. Generally, pinching in is averagely
rated 5.67 out of 7. The way pinching in was used the most is "pinch in using the thumb and index finger on card". This
gesture was averagely rated a 4.67 out of 7. On easiness and comfortability to perform it was averagely rated a 5.3 and
it was rated averagely a 5 to perform the gesture in public.

6
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4.6 Setting waypoint

No gesture was most frequent suggested for the interaction of setting a waypoint. Three gestures were equally suggested
two times. Again, there is a similar gesture with the only difference being whether it was performed on top of or above
the card. In that regard, it can be stated that tapping using the index finger has been suggested four times. The gesture

that was best rated for this interaction is "Tap index finger on card" rated averagely a 5.5 or higher for each rating.

4.7 Qualitative results

When asked if the participants would use the gestures in public, only one said that they would not use it in public. All
other participants were positive that they would utilize the chosen gestures in public.

Participants indicated that the use of the card was a good concept that was easy to use. One participant stated that
the card itself was uncomfortable to use for a longer period. Others have stated that using a tangible artifact makes the
interaction feel pleasant and safe in contrast to interacting in thin air.

If the scenario translates to a real world application, all participants stated that they think it will help them find their

way around campus. However, remarks regarding a "you are here" indicator and similarity of buildings were given.

5 DISCUSSION

From the results, we define the following set of gestures for interacting in MR with a 3D map displayed on a service

card.

5.1 Defined set of gestures

Move: "Swiping with one finger on card"

Rotate: "Using the thumb and index finger vertically above card
Zoom in: Pinch out

Zoom out: Pinch in

Set waypoint: Tap with index finger

We state that these gestures are also the dominant gestures as seen with touchscreen based devices. We consider

them in this case as the best practices.

5.2 Changing COVID measurements

Due to the continuous change of the COVID-19 measures we could not conduct the study with the preferred target group.
The actual study was conducted with Master students from the Industrial Design course "Designing User interfaces with
Emerging Technologies", who are able to empathize with the scenario while probably knowing the different buildings

and locations of the TU/e campus.

5.3 Limitations

The user study was conducted via a webcam in combination with a screen. This is due to the fact that there was no

head-mounted holographic display in our reach. When asking the participants if they felt limited in doing the gestures

they all answered that they did not feel limited. We are aware that the scenario was tested in a passive way were the

participants were sitting inside instead of standing up outside and on the move. Another limitation was the technology
7
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that we used. We used Vuforia [1] for the augmented reality and were not able to remove occlusion of the hand between
the card and the camera in the visualization. Only one scenario is tested were a map was shown on a card. Other

scenarios that utilize other service cards like a bankcard or a public transport card are considered future work.

5.4 Interactions

Most participants used typical gestures that you would see when interacting with a touchscreen. It seems that the
physical card was perceived as an application in 3D as you would see on a smartphone. Multiple participants noted the
resemblance to Google Maps and the difference that this was in 3D. Translation and manipulation gestures were very
similar to touchscreen based gestures, like "drag to move" and "pinch to zoom". We saw a difference in participants that
used the gestures in the air in contrast to participants that did the interactions on the card itself. Future studies can
research the need of defining that is necessary to make a distinction between the interaction patterns or that it is best
practice to program them both. This pattern reminds of Skeumorphism [2] were metaphors can be used as interaction
clues on how to interact with an interface. In our study, the interaction patterns used in smartphone interaction were
dominant. More research on mixed reality interactions and gestures is needed to verify if the dominant interactions
held up in a world were mixed reality is the norm. What we saw is that direct feedback is important for the participants.
Because of the direct feedback, some participants forgot that the study was a partial Wizard of Oz and their gestures
were not actually recognized. In the setup setting a waypoint gave no direct feedback, this resulted in confusion by the
participants. It is worth noting that participants linked zooming in and out as one gesture, when they were zooming in

they were already zooming out, we assume this is because of the direct feedback in our setup.

5.5 Physicality of AR

Using a physical card as a restricted form for AR visualization was received well by the participants. It was an anchor
for where the interaction needs to happen. The tracking of the student card was not perfect and resulted in a few
glitches and misalignment’s. Future research could try to fix the tracking issues and make the recognition of the the

student card more reliable.

6 CONCLUSION

In this paper, we have presented C-AR-D. A contextual card-based information system that utilizes augmented reality
confided to a physical service card. We conducted a gesture elicitation study with the Wizard of Oz methodology on the
scenario of a first-year student that needs to find their way on campus. We conclude that gestures based on current best
practices of smartphone interactions would fit best to interact with C-AR-D. Our research uses a physical service card
as a confined space for AR visualization, and participants received this way of interacting well. Due to the limitations,
future work is needed to gain insights into how participants interact with the system when using a head-mounted
holographic display. Also, it could expand upon defining more contextual hybrid interactions to give the user more

autonomy over the information they want to have visualized in AR concerning their current context.
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